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Abstract:  

In the field of questionnaire data analysis, evaluating the internal consistency of scales is 

crucial for ensuring the reliability of measurement instruments. This paper explores the use of 

SAS for analyzing questionnaire data, focusing on methods that assess internal consistency 

and reliability. It presents the application of several statistical techniques, including Split-Half 

Reliability, Cronbach's Alpha, and McDonald's Omega, using both simulated and real datasets. 

The primary objective is not merely to evaluate these reliability measures but to illustrate how to 

utilize SAS effectively for conducting reliability analysis in questionnaire research. By 

demonstrating the implementation of these methods in SAS, this paper aims to provide 

researchers with a practical guide for assessing questionnaire quality, where the focus on 

methodology supersedes the importance of results. 
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The Importance of Questionnaire Data Analysis:  

 

Questionnaire data analysis is a cornerstone in numerous fields such as psychology, 

education, market research, and social sciences. The primary objective of employing 

questionnaires is to collect data that can provide insights into various aspects of human 

behavior, attitudes, and experiences. The reliability and validity of the conclusions drawn from 

such data are heavily dependent on the quality of the questionnaire and the robustness of the 

data analysis methods used. Analyzing questionnaire data allows researchers to identify 

patterns, understand underlying constructs, and make informed decisions based on empirical 

evidence. Without rigorous analysis, the data collected might lead to misleading conclusions, 

ultimately affecting the outcomes of the research or interventions based on these findings. 

 

One of the critical aspects of questionnaire data analysis is the evaluation of internal 

consistency, which refers to the extent to which all items in a questionnaire measure the same 

construct. Ensuring internal consistency is essential because it validates that the items are 

cohesively reflecting the intended concept, providing a reliable measure. Various statistical 

methods, such as Cronbach's Alpha, Split-Half Reliability, McDonald's Omega, , are employed 



to assess this consistency. Each method has its unique advantages and applications, allowing 

researchers to choose the most appropriate one based on their specific research design and 

data characteristics. By rigorously evaluating the internal consistency of questionnaires, 

researchers can enhance the reliability and credibility of their findings, ensuring that the 

insights derived are both accurate and meaningful. This process not only strengthens the 

foundation of the research but also ensures that subsequent applications of the findings are 

based on sound and dependable data. 

 

Questionnaire Data Analysis:  

Structure of Simulated Questionnaire Data: 

The structure of questionnaire data can vary depending on the type of questionnaire and the 

nature of the items (e.g., binary, Likert scale). Here’s a basic outline: 

 

• Sample ID: A unique identifier for each respondent. 

• Items: Columns representing individual questionnaire items. These items can have 

various types of responses, such as binary (yes/no), Likert scale (e.g., 1 to 5), or 

open-ended responses. 

 

For example, a dataset might look like this for a binary questionnaire with five items: 

 

Sample Item 1 Item 2 Item 3 Item 4 Item 5 

1 1 0 1 1 0 

2 1 1 0 1 1 

3 0 0 1 0 1 

... ... ... ... ... ... 

 

Generating Simulated Questionnaire Data in SAS: 

To generate a simulated dataset suitable for evaluating reliability methods such as Split-Half 

Reliability, Cronbach's Alpha, Guttman's Lambda, and McDonald's Omega, we can create a 

dataset with 100 variables (items). These variables will follow a Likert scale (e.g., 1 to 5), which 

is common in questionnaire data. This section will describe the process of generating this data 

in SAS, focusing on automating the generation of a large number of variables. 

 

Below is an example of how to generate a simulated dataset with 100 variables, each following 

a Likert scale from 1 to 5. 

 

/* Set the random seed for reproducibility */ 

%let seed = 12345; 

 

/* Define the number of respondents and items */ 



%let num_respondents = 1000; 

%let num_items = 100; 

 

/* Generate simulated data */ 

data simulated_data; 

    call streaminit(&seed); 

    do id = 1 to &num_respondents; 

        array items[&num_items]; 

        do i = 1 to &num_items; 

            items[i] = ceil(rand("Uniform") * 5); /* Randomly generate 

values between 1 and 5 */ 

        end; 

        output; 

    end; 

    drop i; 

run; 

 

/* Display a sample of the generated data */ 

proc print data=simulated_data(obs=10); 

run; proc corr data=simulated_data alpha; 

    var items1-items100; 

run; 

 

This SAS code generates a dataset with 1,000 respondents and 100 Likert-scale items, 

suitable for evaluating reliability measures like Split-Half Reliability, Cronbach's Alpha, 

Guttman's Lambda, and McDonald's Omega. 

 

This code snippet consists of a nested loop structure to create the dataset. The outer loop 

iterates over each respondent (id), creating 1,000 unique respondents. Inside this loop, an 

array named items with 100 elements is declared to represent the 100 questionnaire items. 

The inner loop iterates over each of these items, assigning a random Likert-scale value (1 to 5) 

to each item using ceil(rand("Uniform") * 5). This generates a uniform distribution of responses, 

simulating realistic questionnaire data. The output statement saves the data for each 

respondent after all items have been assigned values. Finally, the drop i; statement removes 

the loop variable i from the dataset to keep it clean. This approach efficiently creates a 

comprehensive dataset ideal for evaluating reliability measures like Split-Half Reliability, 

Cronbach's Alpha, Guttman's Lambda, and McDonald's Omega. 



 

This simulated dataset is ideal for comprehensive reliability analysis, enabling detailed 

comparison and validation of different methods. 

 

• Split-Half Reliability: 

With 100 items, multiple splits can be tested, ensuring robust internal consistency 

estimates. 

• Cronbach's Alpha: 

The large number of items and responses ensures stable and reliable alpha 

coefficients. 

• McDonald's Omega: 

Facilitates factor analysis and omega calculations, providing deeper insights into the 

questionnaire's structure. 

 

This simulated dataset is ideal for comprehensive reliability analysis, enabling detailed 

comparison and validation of different methods.  

 

Data Description in SAS: 

Accurate and detailed description of questionnaire data is a fundamental part of any research 

study involving surveys. It sets the stage for understanding the dataset, providing crucial 

insights into its structure, content, and the demographic characteristics of the respondents. By 

outlining the specifics of how the data were collected, organized, and processed, researchers 

ensure that the dataset is transparent and comprehensible, facilitating reliable and valid 

analysis in subsequent sections of the study. 

Correlation Matrix Heatmap 

A Correlation Matrix Heatmap is a powerful tool for visualizing relationships between items in 

questionnaire data. It graphically represents the correlation coefficients between items, making 

it easy to identify patterns at a glance. In questionnaire data, each item typically represents a 

question or statement rated by respondents. High positive correlations between items indicate 

that respondents who rate one item highly also tend to rate the other item highly, suggesting 

they measure similar constructs. Negative correlations, on the other hand, suggest that 

respondents who rate one item highly tend to rate the other item lowly, indicating potential 

differences in the underlying constructs. 

 

/* Calculate the correlation matrix */ 

 proc corr data=simulated_data alpha; 

    var items1-items100; 

run; 

 

/* Prepare data for heatmap */ 

data corr_matrix_long; 

    set corr_matrix; 



    array items[*] items1-items100; 

    do i = 1 to dim(items); 

        do j = i to dim(items); 

            corr_value = items[j]; 

            if _TYPE_ = 'CORR' and _NAME_ = vname(items[i]) then do; 

                item_x = vname(items[i]); 

                item_y = vname(items[j]); 

                output; 

            end; 

        end; 

    end; 

    keep item_x item_y corr_value; 

run; 

 

/* Plot the Correlation Matrix Heatmap */ 

 

proc sgplot data=corr_matrix_long noautolegend; 

    title "Correlation Matrix Heatmap"; 

    heatmapparm x=item_x y=item_y colorresponse=corr_value / 

colormodel=(blue white red) outline; 

    gradlegend / title="Correlation Coefficient" position=right; 

    xaxis display=none; 

    yaxis display=none; 

    refline 0 / axis=x lineattrs=(pattern=solid color=black); 

    refline 0 / axis=y lineattrs=(pattern=solid color=black); 

run; 

 

First, the PROC CORR procedure calculates the correlation matrix for the items in the 

dataset. The alpha option is included to compute Cronbach's alpha for reliability 

analysis, although it is not used in the subsequent heatmap. 

 

Next, the corr_matrix_long dataset is prepared for the heatmap. The code reshapes 

the correlation matrix from a wide format to a long format, suitable for plotting. The 

array statement creates an array for the items, and nested loops iterate through each 

pair of items. For each pair, the correlation value is extracted and stored along with 

the item names in a new dataset. 

 

Finally, the PROC SGPLOT procedure is used to create the Correlation Matrix 

Heatmap. The heatmapparm statement plots the heatmap, with the colormodel 

option specifying a blue-white-red color scheme to represent the strength and 

direction of correlations. The gradlegend statement customizes the legend. The xaxis 

and yaxis statements hide the axis labels for a cleaner look, and reference lines are 

added at the origin.  
 



 

 

Since the dataset is simulated with random values between 1 and 5, the heatmap 

predominantly shows blue shades, indicating correlations close to zero or slightly 

negative. In this heatmap, blue shades represent negative or near-zero correlations, 

showing that most item pairs do not have a strong relationship. White areas indicate 

correlations near zero, suggesting no significant association between items. Red 

shades would indicate positive correlations but are rare in this random dataset. 

Overall, the blue-dominated heatmap is expected, reflecting the lack of inherent 

relationships in the simulated data. 

 

Analyzing Simulated Data for Reliability in SAS: 

Crobach’s Alpha 

Cronbach's Alpha is one of the most widely used methods for assessing the internal 

consistency of a questionnaire. It measures how closely related a set of items are as a 

group, providing a coefficient that ranges from 0 to 1. A higher Cronbach's Alpha 

indicates better internal consistency. The formula for Cronbach's Alpha is: 

 

𝛼 =  
𝑁

𝑁 − 1
(1 −  

∑ 𝜎𝑖
2𝑁

𝑖=1
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Where N is the number of items, 𝜎𝑖
2is the variance of each item, and𝜎𝑖𝑡𝑜𝑡𝑎𝑙

2 is the 

total variance of all items. However, it assumes that all items contribute equally to 

the construct being measured, which might not always be the case.  



 

Cronbach's Alpha calculation using PROC CORR has been provided. Here is the output 

for reference: 

 
proc corr data=simulated_data alpha; 

    var items1-items100; 

run;  

 

 

When using SAS to calculate Cronbach's alpha, a negative result usually indicates 

issues with the internal consistency of the scale items. This can occur due to several 

reasons: items may have negative or low correlations with each other, indicating they 

may not be measuring the same underlying construct; some items might need 

reverse scoring but were not properly reversed; the characteristics of simulation data 

might not accurately reflect real measurement properties, leading to low or negative 

correlations; a very small sample size can cause instability in correlation estimates; 

and potential calculation errors should also be considered. Reviewing the items, 

scoring procedures, and data used in the analysis is essential to address these issues. 

 

Raw Cronbach's alpha and standardized Cronbach's alpha differ in their calculation 

methods. Raw alpha uses the original item scores and is suitable when item scores 

are on the same scale and have consistent units. In contrast, standardized alpha is 

based on standardized item scores, calculated by dividing each item's score by its 

standard deviation, making it more appropriate for comparing items with different 

scales or units.  

𝛼 =  
𝑁𝑟̅

1 + (𝑁 + 1)𝑟̅
 

Where 

 

• N is the number of items. 

• 𝑟̅ is the average of all pairwise correlations between the items. 

 

If there is a significant difference between raw and standardized alpha, it may 

indicate discrepancies in the scales or units of item scores. Standardized alpha can 

provide a more accurate reflection of internal consistency in such cases. 

 

Also, The "Cronbach Coefficient Alpha with Deleted Variable" table provides insights 

into the reliability of a questionnaire by showing the Cronbach's Alpha coefficient for 

the dataset if each specific item were removed. Items that, when deleted, result in a 



higher alpha value may be negatively impacting the internal consistency and could be 

considered for removal or revision. Conversely, items whose removal decreases the 

alpha value are positively contributing to the overall reliability and should be 

retained. This analysis helps in refining the questionnaire to ensure it effectively 

measures the intended construct with high internal consistency. 

 

 

Split-Half Reliability 

Split-Half Reliability involves splitting the questionnaire into two halves and 

correlating the scores from each half. This method provides a measure of consistency 

but requires correction using the Spearman-Brown formula: 

 

𝑟𝑆𝐵 =  
2𝑟

1 + 𝑟
 

 

Where r is the correlation between the two halves. Split-half reliability can vary 

depending on how the questionnaire is split, which might affect the consistency of 

the results. This method is straightforward but may not always provide the most 

stable reliability estimate. 



 

To complete the Split-Half Reliability calculation, we need to compute the 

Spearman-Brown prophecy formula, which corrects the split-half correlation for the 

fact that it is based on a split test.  

 
 

/* Calculate the correlation between the two halves */ 

proc corr data=split_half noprint outp=split_half_corr; 

    var half1 half2; 

run; 

 

/* Extract the correlation coefficient */ 

data split_half_corr; 

    set split_half_corr; 

    if _TYPE_ = 'CORR' and _NAME_ = 'half1'; 

    corr_half = half2; /* The correlation between half1 and half2 */ 

    keep corr_half; 

run; 

 

/* Calculate Spearman-Brown corrected split-half reliability */ 

data split_half_final; 

    set split_half_corr; 

    spearman_brown = 2 * corr_half / (1 + corr_half); 

run; 

 

/* Print the final results */ 

proc print data=split_half_final; 

    var corr_half spearman_brown; 

run;  

 

 
 

The corr_half value of -0.0153 indicates a very weak and slightly negative correlation 

between the two halves of the questionnaire, suggesting that the items in the two 

halves do not consistently measure the same construct. The spearman brown value 

of -0.0311, which is also negative, indicates poor overall reliability.  

 

However, since these results are based on simulated data, such outcomes can make 

sense. The simulated data might not perfectly reflect real-world measurement 

properties, leading to low or negative correlations. These results highlight the 

importance of carefully designing and validating simulated datasets to ensure they 

accurately represent the constructs being measured. 



 

McDonald's Omega 

McDonald's Omega is a more sophisticated method that addresses some of the 

limitations of Cronbach's Alpha. It provides a more accurate estimate of internal 

consistency by accounting for the different contributions of individual items to the 

overall construct. The formula for Omega is: 

 

𝜔 =  
∑ 𝜆𝑖
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𝑖=1
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where𝜆𝑖 are the factor loadings and 𝛿𝑖 are the error variances. Omega is particularly 

useful in factor analysis, where it can provide a clearer picture of the underlying 

structure of the questionnaire. 

 

For a more accurate calculation of McDonald's Omega, we need to use both the 

factor loadings and the residual variances.  

 
/* Perform factor analysis to get factor loadings */ 

proc factor data=simulated_data nfact=1 outstat=fact_loadings; 

    var items1-items100; 

run; 

 

We performed a factor analysis using Principal Axis Factoring to extract a single 

common factor from the dataset containing the items items1 through items100. This 

step was essential to determine the factor loadings (𝜆𝑖) for each item, which reflect 

the degree to which each item correlates with the underlying latent factor. 
 

/* Extract factor loadings and calculate Omega */ 

data omega_calc; 

    set fact_loadings(where=(_TYPE_='PATTERN')); 

    array loadings[100] _numeric_; 

    sum_squared_loadings = 0; 

    sum_loadings_squared = 0; 

    sum_residual_variances = 0; 

 

    /* Loop through each loading to calculate required sums */ 

    do i = 1 to dim(loadings); 

        sum_squared_loadings + loadings[i]; 

        sum_loadings_squared + loadings[i]**2; 

        sum_residual_variances + (1 - loadings[i]**2); 

end; 

 

After obtaining the factor loadings, we extracted them from the fact_loadings 



dataset and computed the necessary sums for the Omega calculation.Specifically, we 

calculated: 

• The sum of squared factor loadings: ∑ 𝜆𝑖
2
. 

• The sum of residual variances: ∑ 𝛿𝑖
2
 , where 𝛿𝑖

2 = 1 − 𝜆𝑖
2
 

 
 

    /* Calculate Omega numerator and denominator */ 

    omega_num = sum_loadings_squared; 

    omega_denom = omega_num + sum_residual_variances; 

 

    /* Calculate Omega */ 

    omega = omega_num / omega_denom; 

 

    /* Keep only relevant variables */ 

    keep omega; 

run; 

 

With the sums computed, we calculated the Omega coefficient using the formula: 

𝜔 =  
∑ 𝜆𝑖

2𝑘
𝑖=1

∑ 𝜆𝑖
2𝑘

𝑖=1 + ∑ 𝛿𝑖
2𝑘

𝑖=1

 

 

 

/* Print the calculated Omega value */ 

proc print data=omega_calc; 

    var omega; 

run; 

 

 
 

An Omega value of 0.0172 indicates that the items on the questionnaire are not 

reliably measuring the same underlying construct. This means that the variance in 

the composite score is mostly due to measurement error or noise rather than true 

score variance. 

 

Since the data is simulated, such a low Omega value can make sense depending on 

how the data was generated. Simulated data might not always reflect the 

complexities and inherent structures of real-world data.  

 

 



Compare Three Method: 

Assessing the reliability of psychological tests often involves methods like Split-Half 

Reliability, Cronbach's Alpha, and McDonald's Omega, each differing in approach and 

applicability. 

 

Split-Half Reliability divides a test into two halves and calculates the correlation 

between them. It's straightforward and requires minimal statistical effort. However, 

its reliability estimate can vary depending on how the test is split, and it doesn't 

consider all possible split combinations. This method may not be suitable for tests 

with heterogeneous items, as it can yield inconsistent results. 

 

Cronbach's Alpha computes the average correlation among all items, providing an 

overall estimate of internal consistency. It's widely used due to its ease of calculation 

with standard statistical software. The main limitation is its assumption of 

tau-equivalence—that all items contribute equally to the construct. If items differ 

significantly or the scale is multidimensional, Cronbach's Alpha may overestimate or 

underestimate the true reliability. 

 

McDonald's Omega addresses some limitations of Cronbach's Alpha by considering 

the factor loadings of items from a factor analysis. It provides a more accurate 

reliability estimate for scales with hierarchical or multidimensional structures. Unlike 

Cronbach's Alpha, it doesn't assume equal item contributions. The downside is its 

computational complexity and the requirement for a factor analysis, making it less 

accessible to those unfamiliar with advanced statistical techniques. 

 

In essence, Split-Half Reliability is simple but can be inconsistent; Cronbach's Alpha is 

convenient but assumes equal item impact; McDonald's Omega is precise for 

complex scales but demands more sophisticated analysis. 

 

Method Key Feature Advantages Limitation 

Split-Half Reliability Correlation between two 

test halves 
 

Simple 

computation 
 

Results vary by 

split; not 

comprehensive 
 

Cronbach's Alpha Average inter-item 

correlation 
widely used 

 

Assumes equal 

item impact;  
 

McDonald's Omega Considers item factor 

loadings 

Accurate for 

complex scales 

Requires factor 

analysis; more 

complex 

 

 



Test Method on Real Data 

We decide to use a real data to test our methods. the dataset in question is the Big 

Five Personality Test dataset, which contains over one million responses to a 50-item 

questionnaire designed to assess the five major dimensions of personality: Openness, 

Conscientiousness, Extraversion, Agreeableness, and Neuroticism. Collected online 

by Open Psychometrics, this extensive dataset provides a rich source for analyzing 

the reliability of psychological measures. Using the Big Five Personality Test dataset, 

which includes over a million questionnaire responses, we randomly selected 1,000 

samples to evaluate Split-Half Reliability, Cronbach's Alpha, and McDonald's Omega.  

 

These three methods differ notably in how they assess internal consistency, 

especially when applied to a multidimensional instrument like the Big Five. 

 

Here the heatmap: 

 

 

 

The heatmap represents the correlations between 50 different question from the Big 

Five Personality Test, grouped by trait. The variation in color intensity shows that 

some items within the same trait have stronger correlations (red areas), indicating 

better internal consistency, while others show weaker or even negative correlations 

(blue areas), suggesting less consistency or possible multidimensionality. 

 

Despite using 50 items to cover five broad traits, the reliability values remain 

relatively low across all methods. The Split-Half Reliability (0.15395) and McDonald's 

Omega (0.15278) indicate inconsistencies in internal structure, likely due to 

differences in how the items relate to their respective traits. Cronbach's Alpha (0.23) 

also shows moderate consistency but is influenced by the assumption of equal item 



contribution, which doesn't hold here, as shown by the heatmap's varying 

correlation patterns. 

 

Method  Value 

Split-Half Reliability 0.15395 

Cronbach's Alpha 0.23 

McDonald's Omega 0.15278 

 

Conclusion: 

In this study, we demonstrated how to use SAS for comprehensive reliability analysis 

of questionnaire data. By applying methods such as Split-Half Reliability, Cronbach's 

Alpha, and McDonald's Omega, we showcased how each approach can be utilized to 

assess internal consistency. Although our results from simulated and real-world data 

indicated some limitations and varying reliability levels, the emphasis of this paper 

was on the application of these techniques rather than the reliability outcomes 

themselves. The diverse methodologies presented offer researchers the tools 

necessary for rigorous reliability evaluation, enhancing the robustness of 

questionnaire-based studies. This methodological approach is particularly useful for 

those who aim to ensure the accuracy and credibility of the insights derived from 

their survey data, ultimately contributing to more reliable research findings across 

multiple disciplines. 
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